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Abstract—In service-oriented architectures, collaborative fil-
tering is a key technique for service recommendation based on
QoS prediction. Matrix factorisation has emerged as one of the
main approaches for collaborative filtering as it can handle sparse
matrices and produces good prediction accuracy. However, this
process is resource-intensive and training must take place in the
cloud, which can lead to a number of issues for user privacy and
being able to update the model with new QoS information. Due
to the time-varying nature of QoS it is essential to update the
QoS prediction model to ensure that it is using the most recent
values to maintain prediction accuracy. The request time, which
is the time for a middleware to submit a user’s information and
receive QoS metrics for a candidate services is also important
due to the limited time during dynamic service adaptations to
choose suitable replacement services. In this paper we propose
a stacked autoencoder with dropout on a deep edge architecture
and show how this can be used to reduce training and request
time compared to traditional matrix factorisation algorithms,
while maintaining predictive accuracy. To evaluate the accuracy
of the algorithms we compare the actual and predicted QoS
values using standard error metrics such as MAE and RMSE.
In addition, we propose an alternative evaluation technique using
the predictions as part of a service composition and measuring
the impact that the predictions have on the response time and
throughput of the final composition. This more clearly shows the
direct impact that these algorithms will have in practice.

Index Terms—QoS, IoT, Edge, Deep Learning, Reliability

I. INTRODUCTION

The success of the Internet of Things (IoT) has created a
need for edge computing, where processing occurs in part
at the network edge, rather than completely in the cloud.
The number of devices connected to the IoT is predicted to
grow at an exponential rate, with latest forecasts predicting
that there will be 26 billion connected devices by 2020 [1].
The management of the services provided by these devices
is recognised as one of the most important areas of future
technology and has gained widespread attention from research
institutes and industry in a number of different domains,
including transportation, industrial automation and emergency
response [2]. The ability to manage services in these domains
relies on having fast and accurate estimates for the QoS
of candidate services available at the edge and an adaptive
middleware capable of responding to failures in currently
executing services. Edge computing can address a number of
traditional IoT concerns such as latency, mobile device battery
life, bandwidth costs security and privacy. The aggregation
of QoS values from other users and services allows the
collaborative filtering algorithm to make an accurate prediction

of the possible QoS values this service will have when invoked,
without directly invoking it [3], [4]. This reduces the load on
the network as the service composition engine does not have
to make additional invocations to retrieve QoS values.

Recommending services based on QoS has attracted a huge
amount of interest since the initial work proposing matrix
factorisation [5] and the collecting of a comprehensive dataset
to evaluate extensions of the original algorithm [6]. Since then,
a number of extensions have been proposed to the original
approach [7], [8], [9]. Many of these approaches have focussed
on extending matrix factorisation-based collaborative filtering
by taking into account alternative sources of information such
as time [10] or combining content-based features [11] and
taking into account different service providers in the IoT [9].
There are also approaches that take into account additional
factors such as the location of users in the environment [12].

The training and invocation time of matrix factorisation-
based algorithms is something not mentioned in the state of the
art with the overwhelming focus being on prediction accuracy
(MAE/RMSE between the predicted and actual matrix). The
resource intensiveness of generating latent features in the
matrix factorisation process can make it difficult to deploy
these algorithms at the edge of the network, where device
resources may be constrained. Unlike traditional collaborative
filtering applications such as film recommendations where
ratings from users do not often change over time, QoS factors
such as response time and throughput can be volatile and vary
with time. These algorithms need to be retrained frequently to
deal with new values being reported by users. There is also a
need to reduce the invocation time of the algorithms to ensure
that users get quick responses and a middleware has access to
the most recent QoS values to make the best possible service
composition. The reduction in invocation time also helps with
dynamic service recomposition allowing a composition engine
to choose a suitable replacement service before the application
fails. In our previous work [9], we illustrated a means to
increase prediction accuracy for QoS values. In this paper, we
reduce the training time for QoS predictions, which allows us
to analyse the QoS for users in a highly dynamic environment
that would otherwise not be possible in sufficient time to
influence a service composition process. We use a stacked
autoencoder to achieve this, which we have designed to be
executed on edge devices.

The same dataset is commonly used to evaluate new matrix
factorisation approaches for QoS prediction and comes from
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WS-DREAM [6]. While this allows for comparison between
the accuracy of the algorithms, it still remains unclear what the
implication of this is, when the algorithm is used in an actual
service composition [4]. If an algorithm has a RMSE of 0.25
less than another on the Throughput dataset, how will this
affect the actual service composition? Will it be 25% better?
50% better? The evaluation of service recommender systems
on one dataset is good for repeatability, however there is a
trade-off to be made between offline, online and user studies
in recommender systems [13]. In our experiments, we consider
the direct prediction accuracy using standard error metrics to
allow us to compare against the state of the art approaches.
We also use the predictions as input to a service composition
algorithm to show the direct impact on the final application
composition. In this context, an application composition is
the result of composing individual services. We publicly
release our prediction and service composition algorithms to
allow future QoS prediction approaches to evaluate themselves
against state of the art approaches in a repeatable manner
(https://goo.gl/rNz8ia).

The remainder of the paper is organised as follows: Section
II outlines the related work, Section III describes the mid-
dleware architecture and deployment devices to allow QoS
predictions for currently executing services and candidate ser-
vices to take place at the edge of the network and increase the
reliability of IoT applications. Section IV describes existing
collaborative filtering approaches and our proposed stacked
autoencoder approach with dropout. Section V describes the
experimental approach using traditional standard error metrics
as well as using the predictions as input to a service composi-
tion approach to evaluate the impact on the final composition.
Section VI presents the results and Section VII concludes and
outlines additional future work.

II. RELATED WORK

To encourage additional user engagement with IoT ser-
vices one of the key research challenges to overcome is
the unreliability that can be caused by services provided by
devices that can be mobile, low power and wireless. This
problem can be tackled at a number of different stages in
service composition with approaches proposed for dynamic
service composition [14], service selection [15], run-time QoS
evaluation [16] and service ranking prediction [17]. These
approaches assume that the QoS values are already known,
but, in reality, user side QoS may vary significantly, given
unpredictable communication links, mobile service providers
and resource constrained devices. We can use collaborative
filtering based methods to make predictions for these QoS
values based on other similar users in the environment.

There are two main collaborative filtering methods, which
can typically be classified as either memory or model-based.
Memory-based approaches store the training data in memory
and in the prediction phase, similar users are sorted based on
the current user. There are a number of approaches that use
neighbourhood-based collaborative filtering, including user-

based approaches [18], item-based approaches [19] and their
combination [20].

Model-based approaches, which employ a machine learn-
ing technique to train a predefined model from the train-
ing datasets, have become increasingly popular. Several ap-
proaches have been studied, including clustering models [21],
latent factor models [22] and aspect models [23]. Latent factor
models create a low-dimensional factor model, on the premise
that there are only a small number of factors influencing the
QoS [24]. Since then, matrix factorisation has emerged as one
of the most-used approaches for collaborative filtering [7],
[25].There has been work on extending matrix factorisation-
based collaborative filtering by taking into account alternative
sources of information such as time [10] or combining content-
based features [11]. There are also approaches that take into
account additional factors such as the location of the users
in the environment [12], [25]. Other approaches have focused
on handling users who are contributing false values using a
reputation-based matrix factorisation [26]. There has been little
use of deep learning models for QoS predictions except for
initial explorations using Restricted Boltzmann Machines [27].

IoT adds additional constraints such as the resources avail-
able on devices. This requires alternative approaches that
can produce accurate predictions with less training time. In
our previous paper we focused on making more accurate
predictions based on standard error metrics for IoT services
using a matrix factorisation based approach [9]. One limitation
of this approach is that it is resource intensive to generate the
latent features, which increases the training time needed to
incorporate new values and makes it difficult to deploy on edge
devices. This can lead to a number of issues with user privacy
especially with the introduction of the General Data Protection
Regulation (GDPR) as users have to report their QoS values to
the cloud. There is also the additional problem that deploying
the algorithms in a cloud environment rather than at the
edge can increase the time taken to receive QoS predictions.
This can lead to more failures especially during dynamic
service re-composition, where suitable replacement services
must be chosen quickly before the application fails. This paper
demonstrates an alternative stacked autoencoder algorithm that
can be deployed on an edge device due to the dramatic
reduction in training time compared to previous approaches,
while maintaining state of the art service compositions. We
hope our results will encourage future approaches to consider
both the training and validation time to allow future algorithms
to be deployed at the edge of the network in a dynamic IoT
environment.

III. RELIABLE IOT APPLICATIONS

Figure 1 shows a small scale IoT scenario with deep edges.
The services are provided from a number of different services
types including including web services (WS) residing on
resource rich devices, wireless sensor networks (WSN), which
may be resource-constrained and controlled by a software
defined network, and autonomous service providers (ASP),
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Fig. 1: Deep Edge [28]

who are independent mobile users in the environment with in-
termittent availability. The services provided by these devices
are registered in the gateways with embedded GPUs (Nvidia
Jetson Tx2) capable of running deep neural networks at the
edge of the network. The access to GPUs at the edge of the
network allows for accelerated analytics and more decision-
making at the edge using the increased accuracy that can be
achieved with deep learning models [29] combined with the
quick response of edge networks. This will reduce traffic flow
to the cloud as the data can be aggregated and processed at
the edge with only a subset sent to the cloud. For example,
the edge device can run computer vision analytics in near real
time and send the results (content tags, recognised faces, etc.)
along with the metadata (owner, capture location, timestamp,
etc.) to the cloud. This can dramatically reduce the bandwidth
to the cloud by three to six orders of magnitude [30].

Deep edges also help with some of the recent challenges
that have been introduced with the establishment of new laws
such as GDPR, which came into enforcement on the 25th

May 2018 as part of the EU Data Protection Directive. Users
now have more control over their data and have become
much more interested in what data is being collected about
them, how that data is stored and who will have access to
their data. To allow for accurate QoS predictions we need to
collect data from users about services that they have invoked.
Current cloud-based approaches assume that users will allow
their metrics to be monitored and uploaded to the cloud. By
using deep edges instead of a traditional centralised cloud
based approach, we can have boundaries on data that align
with the physical model of users in the environment. The
edge device can run trusted software modules called privacy

mediators that execute on the device and perform denaturing
and privacy-policy enforcement on the sensor streams [31].
Edge computing can provide a foundation for scalable and
secure privacy that aligns with natural boundaries of trust and
conforms to GDPR, while still allowing for QoS predictions
to provide reliable IoT applications

There are a number of levels of reliability that can be
achieved in IoT applications. One way to categorise them is
by their QoS requirements, which are based on the sensitivity
and criticality of the application. IoT applications can typically
be categorised as best effort (no QoS), differentiated services
(soft QoS) and guaranteed services (hard QoS) [32]. In the
hard QoS case, there are strict hard real-time QoS guarantees.
This is appropriate for safety critical applications such as
collision avoidance in a self-driving car system. Soft QoS
does not require hard real-time guarantees but needs to be
able to reconfigure and replace services that fail. This could
be a routing application, which uses air quality, flooding and
pedestrian traffic predictions, to provide the best route through
the city. If one of the services is about to fail, the application
should be recomposed using suitable replacement services.
The final case is best effort, where there are no guarantees
if a service fails. In this paper we target Soft QoS as we feel
this level of reliability is attainable and will be suitable for the
majority of IoT applications.

A. QoS Monitoring & Prediction

To maintain Soft QoS guarantees for IoT applications we
use a middleware to support additional functionality such as
service discovery, registration and composition. The middle-
ware also has a monitoring engine that monitors currently
executing services. This data is input to the prediction en-
gine, which makes predictions for the QoS of both currently
executing and candidate services. The components are inde-
pendent and communicate using a publish/subscribe MQTT
broker allowing alternative components to easily be added
or removed. The services have a range of different QoS
properties including response-time, location of sensors and
energy consumption. The communication links for invoking
these services are diverse, which may affect the personal
QoS experience of users, so they are monitored using the
monitoring engine. In this paper, we focus on the prediction of
QoS values for candidate services at the edge of the network.

1) Currently Executing Services: For currently executing
services that require hard or soft QoS guarantees we want to
monitor and make predictions to identify whether any service
in the composition is about to fail or degrade in quality. We
monitor the services at the gateways and build up a time series
dataset, which is used to train our LSTM model [29]. This
model is then used to identify when a service may be about to
fail or degrade in quality and commit an SLA violation. When
a possible SLA violation is detected, the prediction engine
sends an alert to the service composition engine to compose
a new path using services already registered. If none of the
registered services has the functionality to replace the service,
a message is sent to the service discovery engine for proactive
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service discovery, to identify whether any new services have
entered the environment and can replace the service about to
commit an SLA violation. This can allow for the replacement
of services in a composition before the user identifies that
there is a problem with the application.

2) Candidate Services: When an alert is triggered from
the prediction engine that a service is about to degrade in
quality, a suitable replacement service needs to be chosen
from a list of possible candidates, selected by the service
discovery engine based on their functional capabilities. The
final candidate service is chosen from this list based on non-
functional requirements such as response time and throughput.
The candidate service is chosen using a collaborative filtering
approach, which uses the reported QoS values from other users
in the environment to make predictions for services that the
user has not invoked. A composition engine can decide to
always choose the service with the best predicted QoS or to
choose one of the top-k services that satisfy the users request
to avoid potentially overloading the top service. The problem
is to maintain the accuracy of the QoS predictions of services,
while using minimum resources. The goal is to enable reliable
service compositions in mobile, dynamic environments, where
devices may be resource constrained. We propose a new
approach to evaluate these types of algorithms focused on
assessing the impact on the service composition. We include
the standard error metrics to show the difference in evaluation
approaches. We also evaluate other important metrics for QoS
prediction at the edge such as training time and invocation
time to ensure that these algorithms are suitable to be used
in an IoT environment and conform to the time requirements
required for a dynamic service composition.

IV. COLLABORATIVE FILTERING

A. Matrix Factorisation

Matrix factorisation is the most commonly-used approach
for collaborative filtering as it is known to give good results
even in sparse matrices [9]. The idea is to factorise the sparse
user-service matrix into V TH to approximate the original
matrix, where the low-dimensional matrix V denotes the
user latent feature space and the low-dimensional matrix H
represents the service latent feature space, using the latent
factor model [22]. The features in the latent feature space
represents the underlying structure in the data, computed from
the original dataset using matrix factorisation. For example, in
a movie rating dataset a latent feature may be the genre of the
movie and another latent feature may be a combination of the
year released and the director.

Let Ω be the set of all pairs {i, j} and Λ be the set of
all known pairs (i, j) in Ω. Consider the matrix W ∈ Rm×n
consisting of m users and n services. Let V ∈ Rl×m and
H ∈ Rl×n be the latent user and service feature matrices.
Each column in V represents the l-dimensional user-specified
latent feature vector of a user and each column in H represents
the l-dimensional service-specific latent feature of a service.
We can employ an approximating matrix W̃ = V TH to learn
the user-service relationship W [33]:

wij ≈ w̃ij =
l∑

k=1

vkihki (1)

To learn matrices V and H from the obtained QoS values
in the original matrix W , we need to construct a cost function
to evaluate the accuracy of the approximation. We use the
standard Euclidean distance between the two matrices as the
cost function.

F (W, W̃ ) = ‖W − W̃ ‖2F =
∑
ij

(wij − w̃ij)2 (2)

where ‖ · ‖2F denotes the Frobenius norm, which can then
be minimised using incremental gradient descent to find a local
minimum [34]. Once we have access to the low dimensional
dense matrices we can then compute the similarity between
different users and services using their latent features. The
final prediction can then be made using a weighted average of
the most similar users and services.

B. Autoencoder

An Autoencoder learns to compress data from the input
layer to the hidden layer and decode the hidden layer into
something that closely matches the original data, as can be
seen in Figure 2. As the hidden layers contain fewer neurons
than the input, the autoencoder engages in dimensionality
reduction through Non Linear Principle Component Analysis
(NPCA). In our experiments, we use a stacked autoencoder
with additional layers for greater expressive power. The use of
stacked autoencoders captures useful hierarchical grouping of
the input. An example from the use of autoencoders in vision
problems is that the first layer of a stacked autoencoder tends
to learn first-order features in the raw input such as the edges
of an image. The second layer can then use these features to
learn second-order features such as what edges tend to occur
together to form contours or corner detectors, with additional
layers using these second-order features [35].

The stacked autoencoder extends this model with multiple
hidden layers stacked together to generate a richer represen-
tation that leads to better performance [36]. One of the best
ways to obtain good parameters for a stacked autoencoder is
to use greedy layer-wise training [37]. The raw inputs are
trained on the first layer to obtain parameters and transform
the raw input into a vector consisting of the activation of the
hidden units. The second layer is then trained on this vector
and this process is repeated for subsequent layers, using the
output of each layer as input for the subsequent layer. The
weights learned during the training process are then used to
make predictions for users with missing QoS values.

A classical auto-encoder is typically implemented as a one
hidden-layer neural network that takes a vector x ∈ RD as
input and maps it to a hidden representation z ∈ RK through
a mapping function:

z = h(x) = σ(WTx+ b), (3)
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Fig. 2: Autoencoder Architecture with Dropout

where W is a D×K weight matrix and b ∈ K is an offset
vector. The resulting latent representation is then mapped back
to a reconstructed vector x̂ ∈ RD through

x̂ = σ(W
′
z + b

′
) (4)

The reverse mapping may optionally be constrained by tied
weights, where W

′
= W . The parameters of this model are

trained to minimize the average reconstruction error

argmin
W,W ′ ,b,b′

1

n

n∑
i=1

`(xi, x̂i) (5)

where ` is a loss function such as the square loss or the
cross entropy loss.

1) Denoising Autoencoders: Traditional autoencoders can
often just become identity networks and fail to learn the
relationship between data. This issue has been tackled by
corrupting inputs, pushing the network to denoise the final
inputs [38], [39]. The input can be corrupted using a number of
different approaches such as Guassian noise, Masking noise or
Salt and Pepper noise. This modifies a traditional autoencoder
loss function to emphasize the denoising aspect of the network.
It is based on two main hyperparameters α, β, which focus on
whether the network would focus on denoising the input α or
reconstructing the input β.

L2,α,β(x, x̃) = α(
∑
j∈J(x̃)

[nn(x̃j)−xj ]2)+β(
∑
j /∈J(x̃)

[nn(x̃j)−xj ]2)

(6)
Where nn(x)k is the kth output of the network, x̃ is the

corrupted input x, J are the indices of the corrupted element
of x. Another regularisation technique that is often used in
deep neural networks is dropout [40]. It randomly drops out
units from both the hidden and visible layers. Figure 2 shows
an example of a stacked autoencoder after applying dropout.
The neurons marked with x have been dropped and contain
no input or output connections. Each unit in the network is
retrained with a fixed probability p, which is equal to 0.5
in our experiments. Hidden layer activation before dropout is
according to the following equation:

hk(x) = g(ak(x)) (7)

where layer k ranges from 1 to L, which is the label of the
hidden layer. g is the activation function sigmoid that is used
in our experiments. The equation after dropping out units in
hidden layers with probability p is:

hk(x) = g(ak(x))�mk (8)

With k = L+ 1, output layer is:

hL+1(x) = o(aL+1(x)) (9)

where o is also an activation function.
Designing an autoencoder architecture for the edge is an

interesting problem as you have to balance the limitations
of the devices that you are training on, while also being
able to deliver accurate QoS predictions. We designed our
autoencoder approach to have a small number of neurons
to reduce training and invocation time [41]. We also tested
multiple different numbers of layers to identify the impact
that this had on the composition accuracy and response time
of the algorithm. We found that the use of dropout on each
layer while training allowed us to avoid overfitting while
maintaining better prediction accuracy compared to adding
noise to the inputs.

The autoencoder is implemented with 4 fully connected
layers. The encoding part of the network has two layers of
20 and 10 neurons and the decoding part of the network has
two layers of 10 and 20 neurons. We use the sigmoid activation
between the layers of the network. We also include dropout
on the middle layer with p=0.2. We use the mean squared
error as the loss function RMSprop as the optimiser with
learning rate=0.01 and weight decay=0.5. We experimented
using Adam optimisation [42], but found better results using
RMSprop. The network is trained for 20 epochs (passes
through the entire training dataset).

V. EXPERIMENTAL SETUP

A. Dataset

To test our algorithm, we used an established dataset to
control for any differences in QoS that can be caused by
invoking services at different times. We used the dataset
released by Zheng et al. [6], which consists of a matrix of the
response time and throughput of 339 users from 30 countries
for 5,825 real-world web services from 73 counties. The users
are a number of distributed computers from PlanetLab and are
not co-located with the services. Response time is the time
duration between a user sending a request and receiving a
response, while throughput denotes the data transmission rate
(e.g. kbps) of a user invoking a service. The reason for the use
of a dataset instead of a testbed is to allow more users and
services to be evaluated as we are not aware of any testbeds
that have access to 339 users and 5825 services. The time
varying nature of QoS can also lead to the algorithms being
evaluated using different values in testbeds making it harder
to evaluate the impact of the algorithm.

As this dataset is for web services, which are usually
deployed in the cloud, they have better response time than
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might be expected from low power devices. To make the
data applicable for the experimentation we use the HetHetNets
traffic model to add heterogeneous traffic data to the existing
dataset [43]. This provides a realistic and manageable traffic
model that can be applied in many contexts such as Wi-
Fi, ad-hoc and sensor networks. We set the parameters to
λ = 2, for modelling network traffic in sensor networks and
the IoT [43]. There are different scales in the datasets with
the response time ranging from 0.002s to 27.285s and the
throughput ranging from 0.004kbps to 1000kbps. There is
also a high level of kurtosis in both dataset with response
time=11.03 and throughput=28.58.

B. Metrics

We use a combination of metrics to evaluate the prediction
accuracy of the proposed algorithms, in particular, standard
error metrics such as the Mean Absolute Error (MAE) and
Root Mean Square Error (RMSE). MAE is defined as:

MAE =
1

N

∑
i,j

|wi,j − w∗i,j | (10)

RMSE is defined as:

RMSE =

√
1

N

∑
i,j

(wi,j − w∗i,j)2 (11)

where wi,j is the QoS value of service cj observed by
user, ui, w∗i,j denotes the predicted QoS value of the service
cj by user ui. N is the number of predicted QoS values,
which normalises the prediction accuracy across the matrix
densities. RMSE gives large weight to extreme errors due to
the squaring term.

One of the problems with standard error metrics is that it
can be difficult to know how the difference in accuracy of the
predictions will perform as part of a realistic IoT application.
To evaluate this, we use the predictions as part of a service
composition process to compose an application. We generated
a number of composition paths with services available in the
environment identified to satisfy a user request by the request
handler. The service composition engine creates a list of
service flows based on the concrete service providers received
from the service discovery engine. The flows are then merged
based on the service description. If two or more services in
the flow have the same input, the composition engine creates
a guidepost to enable the invocation of the services based on
QoS.

In this work, we consider the QoS metrics of response
time and throughput for each branch. The response time is
calculated by the mean response time values of each service
in the branch and the throughput is the minimum throughput
of the set of selected candidate services. The predictive com-
position process uses the predicted values generated through
collaborative filtering to choose the optimal flow. We make
10 composition branches with 10 services in each. Once the
branch has been chosen using the predicted values we report
the actual values based on the original data. This allows for

comparison between the two prediction approaches and the
optimal composition that could have been chosen.

To evaluate the suitability of deploying the algorithm at the
edge of the network we evaluate the training time on an edge
device, in this case a Jetson Tx2. This time constrains how
often the algorithm can be updated with new values, which
has an impact on the accuracy when used on time varying
values such as QoS. We measured the time taken to train the
algorithms at different matrix densities. IoTPredict and NMF
are chosen as the matrix factorisation algorithms [9], [33] and
the stacked autoencoder algorithm proposed in Section IV-B.
We repeat the experiment 20 times showing the average and
standard deviation of the predictions in the results section.

We also evaluate the request time of the algorithms showing
how quickly a distributed middleware could receive QoS
predictions for users in the environment. In this measurement
we deploy each algorithm in the environment needed to train it
and include the network delay in the response. For the request
time we make 5000 requests to the services running on each
of the devices and show the distribution of data using a box
plot. This gives a realistic request time and shows the impact
of being able to deploy an algorithm on an edge node vs.
deploying the algorithm in the cloud. We conduct the network
test in our university, Trinity College Dublin and connect to
each of the devices using a wifi based network.

VI. RESULTS

A. Training Time

Looking at Figure 3a we can see that there is a large
difference between the training time of the three algorithms
with the two matrix factorisation approaches taking much
longer and increasing in time as the matrix density increases.
The average training time for the NMF algorithm is over
300s, IoTPredict is over 60s and the autoencoder approach
takes 15s. This is a relative speed-up of 20 and 4 times
using the autoencoder approach relative to matrix factorisation
approaches.
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Fig. 3: Training Time of algorithms

The results are similar for the throughput training time as
seen in Figure 3b, with a large difference between the three
approaches. At 5% matrix density, the autoencoder takes 15s,
IoTPredict takes 57s and NMF takes 283s. As the matrix
density increases the matrix factorisation approaches increase
the time to train the model, while the autoencoder approach
stays almost the same. At 30% matrix density the autoencoder
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takes 18s, IoTPredict takes 88s and NMF taking 381s. In this
case the speed-up using the autoencoder approach is 4.8 times
and 21 times. The dramatic reduction in training time for the
autoencoder approach allows it to be deployed and trained
on devices at the edge of the network one hop away from
users. This allows the model to constantly update with new
values reported by users in the environment. This keeps the
predictions accurate as QoS attributes can vary with time so
it is important to update the model with recent QoS values.

B. Request Time

The request time is the total end-to-end time from requesting
QoS predictions from the prediction algorithm to returning a
response including network delay. This is an important factor
when using a collaborative filtering approach for time varying
values especially in dynamic service re-compositions as the
composition engine needs quick access to QoS values for
candidate services. The validation time of IoTPredict and NMF
are the same as the matrix has been completed during training
so we only need a constant time lookup to find the QoS value
of the service. We deploy the IoTPredict algorithm in the cloud
as the larger training time is not suitable for edge devices.
We use a number of cloud instances in different countries to
show how the cloud location can impact request time. The
autoencoder approach is deployed on the Jetson Tx2 where it
is trained.

Autoencoder Edge IoTPredict Dublin IoTPredict Paris IoTPredict Frankfurt

0

10

20

30

40

50

60

R
eq

u
es

t
T

im
e

(m
s)

Fig. 4: Request Times

Figure 4 shows the boxplot with the median request time in
orange and the average request time in green. We implement
the IoTPredict algorithm in three data centres and invoke
the request from a node in our university Trinity College
Dublin. This explains some of the variation between the data
centre locations with the IoTPredict approach having reduced
request time in Dublin compared to the other locations, with
an average response time of 24.1ms. This is a good response
time for a cloud-based approach, however it may be seen as a
special case as the Amazon Dublin data centre is located very
close to Trinity College, which would not typically be the case
for most cloud based services. To evaluate this, we test two

other geographically close data centre locations in Paris and
Frankfurt. The average response time was 40.2ms in Paris and
36.2ms in Frankfurt.

However, we can clearly see the advantage of being able
to deploy the algorithm at edge, with the average response
time reduced to 5.40ms. This improvement in response time is
especially important for dynamic service recomposition, where
one of the services is forecast to fail and a new candidate
service needs to be chosen. The reduction in this time will
allow for a greater number of applications to recompose before
the user notices a failure. Given the current distribution of data
centres worldwide the results would typically be worse for
cities in South America and Asia where there may be greater
distance to the nearest data centre and worse network links.

C. Prediction Accuracy

Figure 5 shows the MAE and RMSE between the actual
and predicted values for the evaluated algorithms. There is
a clear difference in the prediction accuracy of the matrix
factorisation approaches and the autoencoder based approach,
with the matrix factorisation approaches producing much more
accurate results for both MAE and RMSE in the response time
dataset in Figure 5a and Figure 5b. The same results are found
for the MAE and RMSE in the throughput dataset in Figure
5d and Figure 5c. However, it is difficult to evaluate how this
will have an impact in an actual service composition. When
we are selecting a suitable service composition we care more
about the ranking and choosing the best ranked composition
rather than the individual predictions being accurate. This is
why we also evaluate the composition accuracy when using
these individual prediction approaches.

D. Composition Accuracy

To evaluate the composition accuracy we used predictions
from the algorithms for missing values in the service com-
positions. We then used a greedy-based service composition
algorithm to choose one of the 10 paths based on the pre-
dictions and show the average result for all the users in the
dataset. The experiment is repeated 20 times and the average
values are shown. As the QoS values are taken from a dataset,
they do not vary with time and allow the algorithms to be
evaluated fairly without showing the limitations of the matrix
factorisation approaches to incorporate new QoS data due
to a long training time. Figure 6a shows the impact of the
predictions for the response time of the final composition.
For low matrix densities, which we would expect in an IoT
environment the results are similar with less than one second
separating the final compositions at 5% matrix density. As the
matrix density improves we can see a reduction in response
time by using the NMF algorithm. However, for most IoT
scenarios we would typically expect a density between 5-10%.

The results for the throughput of the composition path
follow a similar pattern in Figure 6b with the composition
engine able to generate very similar compositions based on
each of the prediction algorithms for low matrix densities.
For larger matrix densities greater than 15% we can see a
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Fig. 5: Impact of Matrix Density on Response Time and Throughput

slight improvement in using the NMF approach. However, as
the dataset we use is static, this does not show the benefits of
the improved response time and request time achieved by the
autoencoder. The NMF approach has a much larger training
time, which may over-fit on the current QoS data, which is one
of the threats to validity of this test of composition accuracy.
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Fig. 6: QoS attributes of composition

VII. CONCLUSION

The results of this paper have provided some interesting in-
sights for QoS prediction especially for future work at the edge
of the network. We have shown the dramatic improvement in
training times that can be achieved using a stacked autoencoder
approach with dropout on an embedded GPU at the edge of
the network. This reduced training time will have an impact
when using the predictions in a dynamic environment with the
QoS varying over time. With the autoencoder approach able
to train 4 and 20 times faster than the two matrix factorisation
approaches it allows it to consume much more of the recent
QoS data and keep up to data with changing QoS values, which
will increase the accuracy of predictions.

The second result of this paper focused on the improvement
in request time that can be achieved using an autoencoder
approach at the edge compared to other approaches that are
deployed in the cloud. This allow the algorithm to retrain
faster taking into account the latest values by users in the
environment. This reduction in time is especially critical in
dynamic service recompositions caused by increased workload
or network delay. An LSTM based neural network in the
prediction engine is used to forecast if one of the services may
be about to fail or degrade in quality [29]. This forecast is one
timestep ahead so relies on being able to receiving predictions
about the QoS of candidate services in the environment quickly

to recompose the application with suitable services. We have
shown how the use of an autoencoder on an embedded GPU
at the edge of the network can reduce the request speed by 5
times compared to traditional cloud based approaches.

We also proposed an evaluation method using the predic-
tions from the algorithms as part of a service composition in
addition to comparing the actual and predicted values using
standard error metrics. This gives a more realistic evaluation
of the impact that the predictions will have when used in a
composition. We can see that for low matrix densities, which
we would expect in an IoT environment the autoencoder ap-
proach is able to make accurate service compositions even with
reduced training time. At the moment we are using a greedy-
based service composition, however we will explore alternative
composition models to evaluate how they impact the final
composition when using predicted values. We will publicly
release these composition models to allow the community to
evaluate future approaches in a more realistic manner.

As part of our future work we are investigating alternative
methods of training autoencoders without the user giving
access to their data. By training the algorithm at the edge we
can use federated learning to download a master model from
the cloud and train the model on edge devices. Users then do
not have to upload their data to the cloud but only the changes
in gradient to the model when trained on their data, which
can be encrypted. This new method of training would allow
for conformation to GDPR, while also providing accurate QoS
predictions. The deep edge architecture that we discuss in this
paper allows for a range of alternative training approaches
such as federated learning and distributed optimisation. The
improved QoS and deep edges can allow for future methods
of interacting with services using augmented reality [44].
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